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INTRODUCTION

Fundamental to almost all discussions of molecular : ystems at high densities is the assump-
ton that the system consists of molecular units, with the electrons tighly bound w a specific
molecule and whose intermolecular interactions can be described, at least to first order, by a pair
potential. Here we present a quick overview of the electronic structure of these insulating sys-
lems, with an emphasis on what we know abou: the changes induced in the molecules as they
are compressed 10 high densides and how those changes may affect the physical and chemical
propertics of the molecular system.

It is useful to distinguish between classes of insulators based on how the electrons are di.-
tributed. In covalens crystals, there is considerable electronic density in the inuerstitial regions,
as in a mctal, but these interstitial eiectronic distributions are generally localized in specific pre-
ferred directions, forming bonds between the atoms. An example of this type of material is dia-
mond, which has a band sap of 5.5 ¢V, and whose valence electrons are localized in the four
directions of the tetrahedron formed by the nearest neighbor carbon atoms. Moleculcr systems,
which include rare-gas solids, are considerably different. Here, the electrons are highly localized
atout tneir parent nuclel, with very litde clectronic density in the interstiial regions. The final
lass consists of ionic systems, which are similar to molecular systems except that the systems
conzist of charged rather than neutral specics.  The propenics of lonic systems are dominatcd
by electrostatic interactons, which pley a much less important role in molecular systems. Of
course, these three categories are not precise, and one can have, for .nstance, "covalent” charac-
ter between molecules in fonic syst=ms, etc. Here we shall concentrate our discussion on molcc-
ular systems, in particular on the rare-gas solids (as prototypes of more complicated systems)
and on systems with gmall molecules.

Much of the interest in molecula’ insulators at high densities has concemed their transfor-
mation to metallic behavior. For the rare gas systems, metallizaton is reasonab'y well under-
stood ai occurring through a closure of the band gap.! Metallization in molecular systems is
more complicaied, as there seem (0 be two paths metallization can take. Either the molccular
solid may itself become metallic,? with the core states as molecular fons, or. metallization occurs
through dissociation to atoms® We shall not discuss metallization in detail here, as it is the
focus of another paper in this proceedirgs.*
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some light on these questions, the mo.t important of which involve measurements of the elec-
tronic spectra. There are two types of electronic transitions that can occur; from occupied levels
10 levels below the conduction band, so-called exciton transitions; and transitions to the conduc-
tion band % Measurements of these transition energies tell us something about level shifting
and broadening. For molecular systems, we also can measure th- vibrational frequency shifts
If there is a softening of a molecular mode, it may indicate tha: there is a change in bonding,
though interpretation of such a softening is not always clear.

Changes in the electronic structure of constituent molecules can play an important rolc in
the physics and chemistry of molecular systems at high pressure. There has been, for instance, a
long controversy about the role of many-body forces in determining the equation of statc of
molecular sysiwems. There is considerable evidence that at high densities, potentials based on the
interaction between gas-phase molecules are no longer reliable® As we shall discuss herein,
compression of the molecular electronic density in a high-density solid can seemingly account
for a large part of the many-body contributions.” The change in molecular elctronic density at
high pressures canno! be described by adding 3-body and higher terms; the changes depend on
the total crystal symmetry.

In Section II, we shall summarize some of what is known about the electronic structure of
rare-gas systems at densities far from metallization. We shall discuss experimontal and theorcti-
cal results for band gaps, electronic spectra etc. We shall also present a simple method to give
the perturbative changes in the ground-state electronic structure of closed-shell systems, as well
as the results of calculations with this method on Ar. In Section III, molecular systems will be
discussed. We shall limit our discussion to a few linear diatomics, for which some data and
theory exist.

ELECTRONIC STRUCTURE OF RARE-GAS SOLIDS

In this section, we review some basic properties of the electronic properties of the rare-gas
solids. We do not attempt to give a comprehensive review, since a variety of review articles arc
available in the literature.*7 In the first pan, we discuss some low pressure experimental and
theoretical results for the band gap and exciton energies. In the second part, we discuss an
approach to the calculation of the electronic structure of molecular systems that yiclds molecular
electronic densities for crystalline systems as a perturbation of the gas-phase electronic structur:,

We begin our discussion of the rarc gases witk a prototypical example, argon. In Fig. !,
we present a schematic view of its elecionic structure. The upper atomic staics of argon are
shown on the left of this figure. The 3s and 3p levels arc completely occupied, and e Jowest
unoccupied level is the 45. We leave off other, higher-energy, unoccupied lcvels for ciarity.
The energ?' 1o remove an electron from the 3p state to the vacuum is the ionization encrgy,
15.76 eV."% If the argon atoms are then placed in a solid, the levels broaden into bands, as
shown schematically in Fig. 1. Band-structure calculations indicate the ‘width of the 3p band is
on the order of 1 eV.!! The width of the band indicates that there is overlap between p -orbitals
on neighboring atoms, though the bonding in this system is still quite localized. The band gap
represents the energy necessary to move an clectron from the 3p band to the bottora of the con-
duction band. This energy 7 (14.3 ¢V) is slightly less in argon than e ionization encrgy. as
indicated in: Table I and represented in Fig. 1 by the conduction band beiny below the vacuum
level.  As we shall discuss hereinaficr, it is not unreasonable to associate the localized exciton
state with the 4y stomic state. In Table I, we give values for the gas-phase lonization potential,
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Fig. 1. Schematic view of the electronic structure of argon as discussed in
detail in the text. On the left are the atomic levels. In the ground
state, these are filled to the 3p level. The vacuum repiesents ioniza-
tion. In the .niddle is the band picture of the low-pressure solid and
on the right that of the metal.

the band-gap, and the first exciton energy for the rare gases Ne — Xe. At the right of Fig. 1 we
show a schematic picture of the band structure of argon metal, as sugqested by band-structurc
calculations. The very narrow bands of the low pressure solid have broadened and shifted until
there is overlap of the upper 3p band with the conduction band. The metallic transition has
been estimated o occur at about 5.8 Mbear. !

The electronic absorption spectra of the rare-gas solids consist of a series of bands duc to
exciton transitions and above these a broad sfectmm due to band-to-band transitions. There arc
two limiting cases in the theory of excitons.!? Frenke! excitons are those in which exciton wave
function is localized in a small region whose size is roughly that of the nearest neighbor dis-
tance. A Wannier-Mot: exciton, on the other hand, is described as having a weakly interacting
electron-hole pair with a large radius relative to the laitice constant. It is perhaps instructive to
discuss the Wannier-Mott exciton in mom detail. The energy of the exciton transition at the
band center is approximately given by ’

E,."C,"'C,.

where e, is the band gap and e, is the Coulomb energy of the electron-hole (e~h) of the
discrete evciton state n. The 2xtent of the exciton wave functions is assumed to be large com-
pared to the lattice constant and the e~k pair is then assumed to not feel the atomic-like nature
of the solid, but rather a continuum. The problem then becomes similar to that of a hydrogen
atom with the bare Coulomb interaction replaced by —e?/e,r, where e, is the dielectric constant
of the medium. Then the e-h energy is given by

g, n——m (n=1.2,.).
n
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“Experimental values of the ionization potential (E;; Reference
10) the band gap (E,; Reference 7), and the first exciton energy
(E,: Reference 13 for Ne, Reference 14 for Ar and Reference 15

for Kr and Xe). All cnergies are in eV.

where the e—h binding energy and the effective Bohr radius ap are given by a rescaled H atom:

E"’x = 1 [_E_]RH ,

Here Ry and ay are the binding energy and Bohr radius for the H atom, respectively, m, is the
free-clectron mass, and p~' =m,”! + m,;! is the reduced mass of the ~ffective masses of the
electron and hole. Thus, for Wannier-Mott excitons, where ag is much greater than the lattice
constant, we expect that the series of levels should be hydrogenic and be proportional to 1/a2.
‘The picture of a Frenkel exciton, on the other hand, is that of an excited atom at a given lattice
site and is applicable only if the exciton wave function is localized in the unit cell about the hole
and if it preserves the ussential features of the atomic state from which it is derived. We shall
not deriv< the equations for a Frerkel exciton here, but will point out ihat the procedure is bascd
on finding perturbations to the free-atom wave functions due to long-range dipolar interactions.
A plot of the exciton energies versus 1/a2 for the rare-gas solids, as illustrated in Fig. 2, indi-
cates that for n22, the excitons can be described as Wannier-Mott type. The n=1 excitons,
however, seem to be best described as intermediate between .%ie Frenkel and Wannier-Mott pic-
wures.® The n=1 exciton energies are fairly close to the atoric transition energies np —(n+1)s
Fig. 2). In fact, there is a reasonably ciore correspondence for all of the <xcitons to their
atomic counterparts in Ne, though for the heavier rare gascs that correspondence is less good. Lt
thus seems reasonable to closely associate, at least for n=1, exciton transitions i the solid rarc
gases with the corresponding atomic transitions. If we take that view, then in Fig. 1 we sec that
the lowest exciton in argon involves the excitation between the occupied 3p state ané the unoc-
cupied 4s state, giving a valence configuration of 35s23p4s!. There are two possibilities for that
ctate, a singlet P, with the electron spins of the partially occupied orbitals being opposite in
sign, and the triplet P, with the spins being parallel. The spin-orbit coupling leads to a small
energy difference between the two states, as shown in Fig. 2. More detailed descriptions of the
exciton suates in the rare-gas solids are given elsewhere.®’ It is unfortunate, but becanse of the
large energies associated with these transitions, and because the diamond band edge is between 3
and S eV,'® high-precsure diamond-anvil-cell absorption experiments cannot easily be done on
these systems. Only at very high pressures, where the band edge of the transitions drop below
that of diamond, ar= single-photon experiments possible. For example, absorption experiments
have been reported for solid xenon, which has the lowest energy transitions, only for pressures
above about 30 GPa.!’

The theoretical caiculations of the electronic structure of the rare-gas solids have had both
successes and failures’® In general, all of the modemn band-structure methods yield reasonably
reliable equations of state (EOS).'® These techniques generally fail, howcver, to give values for
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Fig. 2 Experimental electronic excitation energies for the
rarc gases versus 1/n2, as described in the text. The
circles are from the solid and the X's are from the
gas-phase. The gas-phasc data is from Reference 10
and the exciton data is as reported in Table II.

the zero-pressure band gap that are at all close to ¢:xpcrimem."6 For example, estimates of the
band gap in argon range from about 8.3 to 18.5 eV. depending on the method.'*'® There are a
aumber of problems in calculating excited states associated with the density-functional band-
structure techniques, including relaxation effects in the excited state. The most important of
these effects, however, seems to be the inadequate treatment of tne self-interaction energies,
which are larger in the more tightly bound ground states than in the excited, conduction states.
Recent advances in treating these self energics may lead to more reliable calculations.!” There
have been a large number of theoretical studies of the excitons in these systems, a review of
which is available.®

While the band-structure techniques have been successful in determining the electronic
energy and (to a certain extent) the excitation spectrum of rare-gas solids, they do not easily
yield information that can lead to an improved understanding of the interactions between atoms
in a highly condensed solid. A knowledge of these intermolecular interactions, and how they
change with density, are neccssary if one wants to do dynamical calculations. In the next part of
this section we introduce a model that yields the changes in atomic density as a runction of pres-
rure, which in turn can be used to examine how the intermolscular interactions change.

I Crystal-Perubation Model

Most of the theoretical calculations on the electronic structure ¢ f the rare-gas solids have
started from a band picture. A few years ago, however, we introduced an spnioximate method
to calculate the change in electronic structure of a molecule in a high-density solid from that in
the gas phase.” The principle assumptions hehind this method were: 1) the electrons in a molec-
ular crystal are tightly bound to their molecular sites; 2) the effects of the crystal environment on
the electronic ground- and excited-states can be treated as a perturbation on the free-molecular
states. We implement these approximations by performing Hartree-Fock calculations on a
molecule in a crystal field calculated with local-density functionals, The advantage to this
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crystal wave functions can be uscd to determine interaction potentials which can be then used in

the calculation of crystal properties. A more detailed description of the model is given else-
where.

We consider the Hamiltonian for a chosen molecule m in a crystal as a sum of the usual
gas-phase molecular Hamiltonian H, and a crystal potential term V(P), i.e. H, =H, + V(P).
The crystal potential is defined as

V@) = Vrep [Pr] = Vrep [Pm] (1

where the Thomas-Femmi-Dirac crystal potential, Vyrp, is given by the functional-derivative of
the energy of a non-interacting electron-gas, £ [p],%°

Elp)=[ar {Ctp”’ - CpY +EIp) + ptblpl}. @
which yields,
S, an_A4A, 1
VWD[P]—ECgP -'3'~xP +E.[pl+®. 3)

The terms in Eq. (3) represent the kinetic, exchange, correlation, and Coulomb potentials,
respectively. The constants C, = (3/10)(3n%)** and C, = (3/4)(3/x)'? are the usual constants for
the non-interacting electron-gas kinetic and exchange density functionals.?® In our applications,
we used a comelational potential, £, derived from the correlational-energy functional, E,, of
Gordon and Kim* pr in Eq. (1) is tne total electronic density of the system given by a sum
over the molecules in the system

PT(?)=ZP.'(7‘7.")- )

where p; is the atomic electronic density of molecule i. p, in Eq. (1) is the density of the
chosen molecule. This perturbation term is added to the molecular Hartree-Fock Hamiltonian
and the crystal wave function determined with standara Hartree-Fock techniques.

Application of this model to solid fcc argon allows for a great simplification in the calcula-
tions. By expanding the crystal potential, V (), in the Kubic Harmonics,?® we see that only the
spherically symmetric first term couples to the s and p states of argon. Thus, the perturbation
integrals in the Hartree-Fock culculations of the argon wave functions depend only on ». The
computational procedure is straightforward. For a given volume, we calculate the crystal poten-
tial by evaluating the expressions in Eqs. (1-4) with gas-phase electronic densities for the argon
atoms. Afier determining the spherically-symmetric term in the Kubic Harmonic expansion, we
determine a new wave function with a Hartree-Fock calculation that includes the crystal poten-
tial. This yields a new atomic wave function, from which, at the same volume, a new crystal
potential can be fou 1. This procedure is applied iteratively until convergence is reached (no
more than two times), giving the crystal-atomic wave function for that volume. Note that the
procedure as described here differs somewhat from that described in our first paper.’

The output from the above procedure is the atomi. wave function from which one can
obtain the perturbed atomic electron density. This electron density can then be used to detemine
the interactions between the atoms with the use of th» Gordon-Kim (GK) electron-gas
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where £ [p] is the electron-gas energy of Eq. (2), and p, is the electronic density of molecule i.
To correct for a variety of problems, such as the exchange self-energy, the electron gas terms in
Eq. 2 (kinetic, exchange, and correlation) are multiplied by numerical correction factors that
depend only on the number of electrons.# Short-range potentials calculated with the GK model
show very good agreement with experiment, especially when the ease of the calculations is taken
into account#% Application to uncharged species requires addition of the long-range disper-
sion terms, which we modify with a damping function at shon-range.” It is also possible 10 use
the GK method to evaluate many-body shori-range contributions to the lattice energy.” Given
the converged crystal wave function for a given volume, the lattice energy can then be deter-
mined with potentials derived with the GK model. The pressure is then found as P = —9E/dV .
Details of the lattice calculations are given elsewhere.’

In Fig. 3, we show the mean-square radius (<r%>'?) as a function of density for solid
argon. As is clear from that picture, the extent of the argon atoms in the crystal decreases with
increasing density. The Jriving force for this compression is the reduction in the intermolecular
interactions balanced by the gain in the atomic self energy due to increased electron-electron
repulsion. Of course, if the size of the constituent atoms decreases, then, at a given pressure, the
volume of the system can decrease. This can be clearly seen in Fig. 4, where we have plotted
the experimental pressure-volume curve for argon at room temperature 27 along with two theoret-
ical curves. The dashed curve was determined at 0 X with a GK potential based on gas-phasc
argon atomic densities; the solid curve is from similar calculations but with the crystal atomic
wave functions. Note that we see a softening of about 2% in the volume at high pressures with
the use of the crystal-atomic wave function, bringing the theoretical curve into much better
agreement with experiment. Recent work by Barker et al.® indicates that including this volume
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Fig. 3 Mean-square radius of the crystal-atomic wave func-
tion as a function of density for solid argon. The
pressure range of the this figure is about 2 - 80 GPa.
The gas-phase value is 5,102 bohr.
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are the experimental values,®’ the dashed curve is
from a theoretical calculation with a pair potential,
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correction to the pressure-volume curve calculated with a highly accurate ab initio potential
leads to quite good agreement with the high-pressure EOS An analysis of the various many-
body contributiops to the argon and xenon equations of state is in preparation.?

If we assume that the exciton states are atomic like, then it is also possible to calculate the
exciton spectra with this raethod. As shown in Fig. 5, we get reasonable agnement with the
experimental n=1 excitons for argon. Much of the crror in onr calculations probably stems from
the use of Hartree-Fock calculations for the atom, since no electron correlation is included. As
pressurs is increased, we see an increase in the exciton encrgy due to increased interactions of
the more diffuse excited state with the rest of the crystal. We have calculated the miean-square
»adius of the excited-state wave function and can compare it to the lattice constant. We find that
at zero pressure the ratio between the mean square radius of the 45 electron wave function and
the nearest neighbor distance (<r>!?/a,,) is about 0.8 at zero pressure. The comesponding
ratio for the ground state wave function is about 0.7. Note that the excited state is still within
the first neighbor shell at zero pressure, indicating that a perturbed-atom approach is reasonable.
If we assume the radii of the excite-state orbitals scales with n as in Wannier-Mott theory, then
for the n=2 exciton, <r>'?/a,, = 3.2, which includes the first nine neighbor shells. By pres-
sures of about 50 GPa, we find that the ratio for the n=1 state has increased to about 1.2.

The picture that emerges with this model for changes induced in molecular electronic den-
sities at high densities is a simple one; the atoms and molecuies themselves compress to lower
their interaction with their neighbors. This idea is not new. It is well known, for instance, that
anions in ionic crystals reduce in size due to the zlectrostatic interactions.®® Early models of
atoms at high pressures, namely atoms in hard, spherical boxes,* shcowed similar trends, as did a
calculation of hydrogen in a spheroidal box.3' We should point out that tiiis molecular compres-
sion is a true many-body effect; it depends on the full crystal symmetry and cannot be estimated
as a sum of 3-body, 4-body etc. terms.
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ELECTRONIC STRUCTURE OF MOLECULAR SOLIDS

While our understanding of the electronic structure of rare-gas solids is considerable, we
know much less about the electronic properties of condensed molecular systems. In this section,
we first review the theoretical approaches that have been taken to calculate the electronic struc-
wre of simple molecular crystals. We then shall review some of the experimental data on solid
0O,, I, C;H,, and N;, which show different types of changes in electronic structure at high pres-
sures.

Before we go on to discuss molecular solids, let us first review the electronic structure of
isolated molecules. In Fig. 6, we show a schematic view of how the moiecular orbitals are
related to the atcnic levels for a simple, first-row, homonuclear diatomic molecule. The atomic
1s orbitals are not shown. The 2s orbitals hybridize 1o form bonding and antibonding orbiials,
designated in Fig. 6 as 26 and 20*, respectively. The six atomic 2p orbitals (three on each
atom) can combine in two ways. One set, pointing along the molecular bond, will form a pair
of o orbitals (30 and 30" ) and the others will form two degencrate sets of orbitals, the 1 and
1n* orbitals. The x orbitals arise from the combination of p orbitals lying perpendicular to the
bond; the degencracy arises from the equivalence of the orthogonal directions. Each of these
orbitals can have two electrons of opposite spin. From this simple picture, we can understand
the relative stability of the diatomic molacules. Each nitrogen atom contributes five valence
electron, giving a total of ten. Adding these electrons o the molecular orbitals gives a 262,
20*2, 30 and 1n* configuration (the numerical superscript indicates the nccupancy). The 202
and 20*2 wuken together do not add to the binding of the molecules, so N, is considered to have
a rriple bond consisting of a ¢ and two = bonds. Indeed, nitrogen has the strongest known
chemical bond. Oxygen has two additional electrons. These must go into the unfilled 1r* orbi-
wals, giving a net bonding of order two, with each n* electron roughly canceling the binding of a
n electron. To minimize Pauli repulsion, the two electrons will have the same spin and thereforc
mus. be in different x* orbitals. Thus, O, has a net magnetic moment. F, has two more elec-
trons in the 1x* orbitals, and thus a bond order of one and a closed-shell configuration. I; has



Theoretical Approaches

The calculation of the electronic structure of isolated molecules is a thriving industry, *
and we shall not deal with it here. Suffice it to say that the main problems facing the quantum
chemist have to do with the calculation of the electron correlation energy. Standard quantum
chemical techniques involve using the Hartree-Fock approach, which has no correlation energy.
The addition of configuration interactions lead to better results, but are very complicated and
computer intensive.3* Density-functional methods, which usc an accurate correlational density
functional, have met with some success when applied to molecular sysu:ms.33

There have been relatively few calculations of the electronic structure of molecular solids.
One approach has been to use standard quantum chemical techniques to study a cluster of
molecules arranged as in a crystal lattice. These studies are limited by edge effects, unless the
cluster is quite large.>* Standard density-functional techniques, such as those used to study
covalent solids, can be used to study molecular systems. As far as we know, however, only for
hydrogen 35 and nitrogen 3¢ have accurate calculations been made with these techniques on the
molecular solids. The principle uncertainty in the application of the local-density-functional
schemes is the extent to which the local-density approximation describes solids that range from
separated, strongly bound molecules to monatomic solids. Because of computational
difficulties, the density-functional calculations are probably limited to structures with small
numbers of molecules per unit cell. Another approach has been to use Hartree-Fock theory wiih
symmetry-adapted Bloch orbitals to examine the exciton structure.?’ Finally, standard quantum
chemical procedures have been modified for treating molecular solids. In the method introduced
by O’Shea and Santry,*® a perturbation expansion is developed in which the isolated molecule
corresponds to the zeroth-order term and the intermolecular interactions are included as higher
order perturbations. Their techniques have been applied to solid HF and HCl by Anderson and
Santry,3® where the change in molecular dipole and quadrupole moments in the solid were stu-
died. They found roughly a 20% change in those quantities. Their method, being a perturbation

3o
In=*

2p 2p

Fig. 6 Schematic diagram of the valence molecular orbitals
for a second-row, homonuclear, diatomic molecule.
The closely-spaced lines for the & states indicates that
they are dege. ~rate.



that Goes NOt depend On a perwurdation expansion and includes all many-body interactions. The
system is divided into subcells and the crystal molecular orbital is made up of orthonommali~ed
subcell orbitals. The total crystal energy can then be partitioned into the subcell contributions.
The subcell energy is written as a lattice sum over terms that depend on the intercell overlap
integrals. Her method seems to be computationally quick, at least for limited basis sets. She
has applied 4! her technique to solid molecular hydrogen and finds good agreement with experi-
mental and theor ‘cal PV curves at very high densities. Her approach, as now developed, does
not include any correlational effects nor is applicable to open-shelled sysiems.

Solid O at High Pressures.

As noted above, the unpaired, spin-aligned electrons in molzcular O, lead to a magnetic
moment, which has important ramifications to the solid phase diagram >, The low-teniperature
o phase, for example, owe: its stability over the rhombohedral B structure to its antifsrromag-
netic order.® The orthorhombic 8 structure also seems to be stabilized in parnt by raagnetic ord-
ering.* Finally, there is evidence that strongly suggests that significant intermolecular covalent
bonding has developed between the 1x* orbitals on neighboring molecules in the high-pressure
€ structure.** Kere, we shall concentrate on the evidence for intermolecular bonding.

Al room temperature and near 10 GPa, there are three solid structures in 0,,% each of
which is colored. Near 9.6 GPa, the B structure transforms to the § structure, which in turn
transforms to € around 10 GPa. The transformation to the € structure is accompanied with the
beginnings of & very intense infrared signal from the O, intramolecular vibration.* The struc-
tures of the B and § phases have been determined, *® and they share features ir: common; they
consist of planes of O, molecules with the molecules aligned perpendicular to the planes.
Analysis of powder x-ray work *® suggests that that planar structure is maintained in the higher-
pressure € struct'™ The anisotropies in the optical spectra are consistent with this model. The
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Fig. 7  Absniption spectra perpendicular to the O, planes in
€-0,, from Ref. 46.
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colors in O, are in contrast to other light diatomic molecules, such as nitrogen, which are tran-
sparent in the visible and ultraviolet at similar pressures. Thus O, presenis a good test case for
studying how electronic states are perturbed &t high pressures. To that end, Nicol and Syassen
reported <1 optical-absorption data for solid O, in the range of 1.5-3.5 eV over a pressure range
up to 40 GPa. In Fig. 7 we show t.c absorption spectra for light propagating perpendicular 1o
the O, planes in the ¢ structure. These are dominated by a band that mouves from the uv through
the visible with increasing pressure. Nicol and Syassen assign this band 10 a transiton from a
1n* 1x*? configuration to a 'x* 1x*? configuration, the laner of which is mixed with charge-
transfer states.

In Fig. 8 we show recent infrared and Raman data by Agnew et al.** of the O, streiching
frequency in the e phase for a series of isotopic mixtures. The data shows a number of interest-
ing features, including a doubling of the Raman band in '°0, due w0 '®0'*0 impurities. The
pressure-dependence of the infrared and Raman signals show opposite behavior; the Raman sig-
nal chifis to higher frequency and the infrared to lower. The infrared impurity signal, however,
tracks very well with the Raman shift. They analyzed this data in terms of a model that incor-
porates a pairwise interactior Yetween nearest neighbor molecules within the O, planes. ‘They
could account for the frequency shifis and intensities with this simple modcl, and were led to the
conclusion that very strong anisotropic intraplanar inieractions lead to chains of oxygen pairs.
The decrease in the infrared frequencies was attributed to a weakening of thw O; bond. Onc
interpretaton that fits explains both the large increase in intennolecular interactions and the bond
weakening is that there is a beginning of covalent bonding between oxygen molecules, through
the overlap of the half-dlied 1x* orbitrls, The advent of such bonding sesms to be consistent
with the optical-absorption data.

Solid 1; at High Pressures.

The measurement of optical-absorption bands with pressure provides information only
about the relative spacing of the energy levels. Thus, our knowledge about details of the
pround-stote electronic structure is only interred. Other measurcments, such as infrared and
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Fig. 9  Schematic representation of the proposed 3 steps in
the deformation of iodine. (a) The molecular phase.
() The 1,-1; zigzag chain for 15§ S P < ?4. This
shows quasi one-dimenional behavior. (c) The iwo-
dimensional high-pressure structure,

Ramar. spectroscopy, also do not give direct informadon about the local molecular charge distri-
butions. As far as we know, the only experimental technique that will yield sucn informaton is
Mbssbauer spectmscopy."o in which the energy levels of a nucleus are measured. Since these
nuclcar levels are influenced by their local environment, information about the symmetry of that
environment and the local elzctronic structure can be obta'n:d. Unfortunately, relatively few elc-
ments have {sotopes that have the low-lying excited states necessary for Msshaier spectros-
copy. Of the simple molecular systems, only I, can be studied with this techn.que. (Other
molecular solids, such as Snl,. can also be studied with Mdssbauer techniques’') However,
iodine is of considerable interest, mostly because it undergoes a metallic traasition at relatively
low pressure.’? Since MUssbauer spectroscopy probes the electronic structurc, it can play an
impontant role in our understanding of the molecular insulator-metal transition. Here, we shall
briefly review the structural and conductivity data for solid I, and then shall discuss thosc
results in light of recent MUssbauer studies.

Before we discuss iodine, however, let us first review some aspects of Mdssbauer spectros-
copy.so GCamma rays emitted when radioactive nuclei in excited states decay can excite other
stable nuclel of the same species. In general, however, this resonant process cannot be observed
due to the nuclear recoll, except when the nuclei are fixed + thin a lattice in a solld and the
nuclear recoll energy is less than any lattice modes. The probability of such a recoil-free event
depends on the energy of the nuclear gamma ray and so the MUssbauer effect is restricted to cer-
tain isotopes with low-lying excited states. In MUiasbauer spectroscopy, a MUssbauer nucleus in
an excited state decays, and the nuclear levels are determined by detecting the absorption of tx



tum quantum number />1/2, then the nucleus has a quadrupole moment. This nuclear quadru-
pole moment can the couple with the electric field of the surrounding charge distribution, which
can lead to a splitting of the Mdssbauer spectrum. Since the nuclear qudrupole moment is fixed,
the quadrupole splitting reflects the symmetry of the environment and the local electronic struc-
ture. For instance for I,, the Hamiltonian governing the quadrupole interaction in the ground
(1=7/2) and excited (/*=5/2) states can be written can b written in terms of the principle axis
of the electric-field gradient V,,, the asymmetry parameter of the electric-field gradient
N = (Va=V,,)/V,,. and the nuclear quadrupole momcnt eQ as

@V _

2 _52,.1.42 2
= - —n(l 1], 6
41(1-1) 37 -17+ 2"( 1) ©

where 7,2, 12, and /2 an spin operators.® The experimental Mbssbauer spectra can be fit with
this form and the quadrupole coupling constant eqV,, and the asymmetry parameter  can be
determined.

Solid iodine (Fig. 9) has an optical gap of about 1.35 eV at ambient pressures and becomes
metallic at about 16 GPa.5? A series of x-ray studies,*** indicate that there is no structural
transition at metallization, i.e. iodine becomes a molecular metal. A transition from the
orthorhombic molecular phase 1o a body-centered orthorhombic monatomic lattice is reported
from x-ray studies at about 21 GPa3° Recent x-ray studies report two transitions in the
monatomic-metailic state, from the body-cenwred orthortiombic to a tetragonal lattice at about 45
GPa ¢ and from the tetragonal to a face-centered cubic at about 55 GPa.’? However, Ram:n
experiments 3% did not show conclusively the disappearance of the intramclecular stretchii ;: fre-
quency at pressures to 21 GPa, though they did notice an unusually flat relationship between
vibrational frequency and pressure. Thus, the Raman data and the interpretation of the .. ray
data scem to be contradicto,y. The Raman experiments t¢ 20 GPa could be explained by a
phenomcenological model based on molecular iodine that inciuded intermolecular charge transfer
terms.

Recent MUssbauer studies shed some light on the issuc of the molecular versus atomic
chaiacter. Anelysis of the quadrupole coupling constant and the asymmetry parameter of the
clectric field gradiant suggests that there is a change in electronic structure at the iictallization
pressurc (== 16 GPa) that involves the formation of zig-zag I; chains (Fig. 9b), along which con-
duction occurs. X-ray data 3% for the r,; and r, distanccs in Fig. 9b is consistent with this
picture. The MUssbauer studics also see a change at atout 24 GPa that seems 0 be the quasi
two-dimensional behavior gshown in Fig. 9c. However, the cvidence indicates that 15 is the basic
structural unit at least up to 30 GPa, which seems to contradict the x-ray studies. It is not possi-
ble to definitively reconcile the MUssbauer with the x-ray results. It may have to do with the
temperaturc of the phase line; the Mdssbauer work was done at low temperatures (4 K) and the
X-ray work at room temperature.

Solid C2H; at High Pressures,

So far we have seen two types of changes in the electronic structure of mrolecular systems
at high densities. In solid O,, the experimental data suggests that there may be the beginning of
covalent bonding “etween the molecules. Solid iodine becomes a molecular metal. In this sec-
tion, we shall discuss a system that undergoes a high-pressure polymerization reaction; solid ace-
tylene, CyH,.,

At ambicnt pressures, acetylene has two solid forms® Below about 133 K it s
orthorhombic with space group Cmca and is isomnrphic with solid molccular fodine. At higher
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Fig. 10 Structure of the a-b plane of the low-temperature
Cmca structure of acetylene®!  The three-
dimensional structure is obtained by stacking such
planes at c/2, offset by b/2. The dashed lines indi-
cate the path originally suxgcsted for polymeriza-
tion® Experiments suggest,”® however, that poly-
merization occurs in the 5~c plane.

temperatures, it is has the Pa3 structure, Recenily, we suggested ' that because of the similari-
ties between the structure of solid acetylene and the diacetylenes, acetylenc might be expected to
polymerize at high pressures with the same topochemical (i.e. no change in symmetry) mechan-
ism as the diacetylenes. The path we suggesied is shown in Fig. 10. Our calculations, which
were at 0 K, involved the use of the Gordon-Kim model o determine the structure of the
orthorhombic phase as a function of pressure, and simple bond-length arguments to predict poly-
merization paths. Using a rule of thumb from the diacetylenes that reaction occurs when the
C-C distance drops below 4 A , we showed that the ry; distance in Fig. 10 was not the
nearest intermolecular C~C distance and thdt we would not expect the reaction to occur cleanly
in the a—b plane. The nearest neighbor carbons were in fact along the b—c piane. We sug-
gested that a highly crosslinked product would be the likely reaction product. Subsequent to our
calculations, Aoki et al.%® reported the observation of a polymerization from the orthorhombic
phase at 3.3 GPa which is accompanied with a color change from clear to deep ruby red.
Further experimental work © suggests that the reaction did not occur in the a-b plane, but
rather along the diagonal in the b—c plane (perpendicular to the paper in Fig. 10). If we exam.
ine the calculated structure,' we se¢ that indeed the nearest neighbor C atoms are involved in
the reaction. It is interesting to note that that distance is about 3.6 A at zero pressure and zero
temperature and has reduced to about 3.0 A at 4 GPa.

The polymerization of acetylene provides a relatively straightforward example of an impor-
tant class of chemical reactions at high pressures. There are a number of advantages in the
study of acetylene polymerization rather than, for example, CO, which is known to polymerizc
at about S GPa.% For one thing, acetylene forms an ordered solid, as opposed to the plastic cry-
stal structure of CO, making the analysis of the reaction mechanism easicr. More imporantly,
we know much about polyacetylene, and do not know the structure of polycarbonmonoxide.
Thus, study of the details of acetylene should provide much insight into the general propertics of



Solid N3 at High Pressures,

Our last example of the effects of pressure on molecular electronic structures is solid nitro-
gen, which is probably the most studied of all molccular systems largely because it is chemically
inert. However, recent shock-wave experirients  and theoretical calculations 6% indicate that
nitrogen may dissociate at relatively low pressures. Indeed, the theoretical calculations suggesi
that the dissociation pressure may be less than 100 GPa. However, expcnmcmal Raman data
shows strong peaks associated with the intramolecular stretch to over 130 GPa.%” The Raman
vibron peaks split into a number of lines as pressure is increased, indicating a phase transition.
The lowest frequency vibron levels off with increasing pressure and then begins to decreasc. It
is unlikely, however, that this tum down in frequency shift due to electronic structure changes in
the material.%® Thus, either the theory (adinittedly uncerain) is in error or there is a large
kinetic barrier to dissociation. The first study of this system that predicted a pressure dissocia-
tion compared the energies of a monatomic lattice calculated with band-structure theory to those
of the molecular phase calculated with the Gordon-Kim model described earlier and found a
transiion at about 80 GPa to a simple-cubic monatomic lattice.% Because of restrictions in the
band-structure methods used complicated structures could not be studied, however, it was sug-
gested that a three-fold  _rdinated, arsenic-like, structure might be stable at lower pressures
than simple cubic. The subsequent work of Martin and Needs,”™ improved upon the early calcu-
lations by using the local-dcansity functional method for both the molecular and metallic phascs,
and considered a number of distorted structures. Analysis of their results showed a barrier of
about 1 eV/atom (= 12000 K/atom) along the path they considered, with the minimum energy
configuration a distorted arscnic-like structure. Because of restrictions in their method, they
could not examine solid N, in detail in a known nitrogen crystal structure, but had to use the
structure of p oxygen. Remarkably, however, they found a transition at essentially the same
pressure (70 GFa) as the earlier work. A nice feature of their work is that they could monitor
the electronic density changes in a number of intermediate structures from the molecular to the
semimetallic arsenic-like phace. While there is uncertainty in the calculations which makes
definitive conclusions impossible, the high basrier to reaction (1 eV) can account for the dissoci-
ation not being observed at mor1 temperature.

SUMMARY

We have reviewed some cf the basic properties of the electronic structure of condenscd
molecular systems. For the rare-gas solids, we concentrated our discussion on changes in the
ground- and excited-stae crysial-atomic wave functions as calculated with an approximate
theorctical method. Compression of these wave functions leads to a softening of the equation of
state at high densities, which seems to account for much of the total many-body effects. This
compression is a true many-body effect and cannot be casily decomposable into a sum of 3-body
and higher terms.

We reviewed the electronic properties of four molecular systems, each manifesting different
behavior at high densities. Because of a general lack of theory of the electronic structure of
molecular solids, we restricted ourselves 10 a descriptive account, Solid oxygen, for instance,
seems to exhibit the beginnings of covalent bonding between the ®* orbitals on adjacent
molecules in its e phase. It was a combination of optical-abscrption data and infrared and
Raman spectroscopy that led to these conclusions. lodine is unique in that it becomes metallic
as a molecular crystal at pressures easily obtainable experimentally. It is inter.sting that the x-
ray data, which indicates a transition to a monatomir lattice at 21 GPa, and the Missbauer spec-
tra, which implies that molecular character is retained to 30 GPa, are in such disagreement. The
next system discussed, solid acetylene, is a nice example of high-pressure polymerization and
study of this system should shed light on the polymerization of more complicated systems.
Finally, we bricfly dircussed the predicted dissociation of solid molccular nitrogen at high



molccular systems, it would be nice to reconcile the contradictory results.

Molecular systems show a very diverse range of behavior in their electronic structures at
high pressures, from metallization to chemistry. As of now, theory is lagging very far bchind
experiments in providing detailed clues to that behavior. The development of better methods for
calculating electronic structures is an important and challenging problem.
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